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Abstract

Self-assembly and self-organization are mechanisms by which ordered structures are formed spontaneously in nature. Traditionally, these
phenomena have been distinguished thermodynamically: self-assembly occurs via free energy minimization toward equilibrium, whereas self-
organization occurs in open systems maintained far from equilibrium via continuous energy dissipation. Despite this contrast, both processes
involve dynamic pathways governed by entropy production during structure formation. Recent findings have shown that the entropy
production rate is important in determining the selection rule for the resultant structure. Herein, we first summarize the differences and
similarities between self-assembly and self-organization, along with representative examples, from micelles and crystals to convective flows
and chemical oscillations. Then, we focus on the entropy production rate as a principle governing structure selection during non-equilibrium
processes in both self-assembly and self-organization regimes. Our recent experimental findings reveal how flux conditions influence
structure selection in reaction—diffusion systems (Liesegang phenomenon) and protein self-assembly. This perspective suggests that nature,
including biological systems, may selectively harness self-assembly or self-organization depending on the interplay between energy flux and
the kinetics of the involved reactions. These insights highlight the potential of an entropy-based analysis to enhance our understanding of
complex pattern formation and guide the rational design of self-assembly and self-organization.
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1. The central role of self-assembly and
self-organization in nature

Atoms, ions, molecules, particles, and even biological entities
like cells can spontaneously form structures with temporal
or spatial order. Based on their thermodynamics, these processes
are broadly categorized as self-assembly or self-organization.'”
Such self-assembly and self-organizing behavior are fundamen-
tal to the development of structure and function in natural
system. Because of their relevance in different fields across
chemistry, physics, biology, and materials science, these proc-
esses have attracted considerable research attention. While self-
assembly is typically associated with systems approaching
thermodynamic equilibrium, self-organization occurs in open
systems maintained far from equilibrium. Despite these differen-
ces, both processes involve spontaneous structure formation via
non-equilibrium pathways. Highlighting their fundamental and
cross-disciplinary importance, the journal Science commemo-
rated its 125th anniversary with a special issue titled “What
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Don’t We Know?”, which presented 125 of the most compelling
unsolved scientific questions.® Alongside grand questions, such
as “Why do humans have so few genes?”,” “Can the laws of
physics be unified?”,'® and “Are we alone in the universe?”,"!
a key chemistry-related question appeared: “How Far Can We
Push Chemical Self-Assembly?”.!> This inclusion strongly im-
plies the importance of self-assembly as a core science, raising
the possibility that chemists may someday emulate, or even ex-
ceed, nature’s capabilities in designing complex self-assembly
and self-organization processes.

1.1 Thermodynamic design principles of
self-assembly

Typical examples of self-assembled structures, such as crystals
and micelles (Fig. 1a), can be rationalized based on thermo-
dynamic principles (Fig. 1b). Specifically, molecular assembly
occurs when the assembled state is energetically more stable
than the dispersed one. In good solvents, the dispersed state
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Fig. 1. Thermodynamic principles for molecular self-assembly. a) Typical examples of self-assembly, which proceed when the assembled state is more
favorable than the non-assembled one, which is illustrated in (b). ¢) Control of molecular interactions as a pathway selector: kinetic template effects
govern the assembly morphology.' d) Influence of the surrounding environment: peptide-mediated phase separation enables control of the

self-assembly pathway. Reprinted with permission of Elsevier.'®

e) Influence of internal molecular conformation: increased concentration of protein

building blocks drives transitions from amorphous aggregates to ordered p-sheet structures.'’

Gz0zZ aunp /| uo 1sanb Aq £851918/8105e0N/9/86/91011E/[SOq/W09"dNO"01WaPED.//:SANY WOy PAPEOjuMOQ



Nabika

(©) lipid molecule

chloroform soln. 3
0"'

hydration layer (ca. 2 nm)

substrate surface

electrolyte solution o

l ",' E[ ( ‘!;psd bilayer

van der Waals interaction
= double layer interaction
= hydration interaction

L e L s L Y]

Fig. 2. Thermodynamically driven self-assembly in lipid membrane systems. a) Spontaneous formation of lipid bilayers in aqueous media due to
amphiphilic character. Reprinted with permission of Elsevier.® b) Phase separation in model membranes resulting in coexisting liquid-ordered and
liquid-disordered domains, relevant to biological lipid rafts. Copyright (2005) National Academy of Sciences, USA.? ¢) Self-spreading of lipid bilayers at a
water-lipid—solid interface: transition from a metastable disordered aggregate to an ordered membrane under hydration. Reprinted with permission of

Elsevier.?®

is energetically more stable and assembly does not occur. In
contrast, in poor solvents, assembly becomes thermodynamic-
ally favorable and thus proceeds spontaneously, capturing the
behavior implied by the prefix “self” in self-assembly. This in-
trinsic simplicity implies that, in principle, chemists can control
self-assembly via rational molecular and thermodynamic de-
sign. For example, Fig. 1¢ demonstrates the control of the en-
ergy landscape for self-assembling pathways by the kinetic
template effect, which demonstrates how direct control over
intermolecular interactions can determine self-assembly path-
ways."?> While this example highlights how chemists can tune
the energy landscape in terms of molecular aspects, it is increas-
ingly evident that the physicochemical properties of the sur-
rounding environment are also important in controlling the
energy landscape. In biological systems, phase separation has
emerged as a key mechanism for developing dynamic and
membraneless compartments that regulate a wide range of cel-
lular functions.'*" As such, biological systems occasionally
utilize phase separation to design the energy landscape
(Fig. 1d).'® While phase separation illustrates how the sur-
rounding environment can reshape the energetic landscape,
the intrinsic properties of the assembled molecules themselves
also play a critical role in modulating self-assembly. This is es-
pecially relevant in biological macromolecules like proteins, in
which secondary structure formation can shift the balance be-
tween disordered and ordered states. Figure le presents a rep-
resentative example, in which conformational transitions act
as an additional design parameter influencing the resulting
morphology. In this case, increasing the concentration of
protein-derived building blocks was found to shift the equilib-
rium from amorphous aggregates to well-defined B-sheet struc-
tures, thereby demonstrating how hierarchical control over
molecular conformation influences thermodynamic stability.'”

These examples collectively illustrate that self-assembly is
a fundamental principle regulating both structural architec-
tures and functional behaviors in biological systems.
Among the most fundamental biological instances of self-
assembly is the formation of lipid bilayers, which serve as
the structural basis of cellular membranes (Fig. 2a).'%22
These bilayers are formed spontaneously in aqueous environ-
ments due to the amphiphilic nature of lipids. Importantly,
thermodynamic stabilization does not always lead to uni-
formity; instead, it can promote the formation of spatial het-
erogeneity via phase separation. For example, model lipid
membranes composed of simple binary or ternary mixtures
have been known to exhibit liquid-liquid phase separation
into coexisting liquid-ordered and liquid-disordered do-
mains; this effect is considered relevant to biological phe-
nomena like lipid rafts (Fig. 2b).”> They exhibit lateral
heterogeneity, asymmetric composition, and dynamic re-
modeling, all of which suggest that cells have evolved mech-
anisms for the precise regulation of self-assembled
architecture for functional purposes. Another example of
how lipids undergo self-assembly under thermodynamic
guidance is the self-spreading phenomenon, which is the
spontaneous growth of a lipid bilayer at a water—lipid—solid
interface (Fig. 2¢).>*~3° In this system, a disordered lipid ag-
gregate deposited on a dry solid substrate is thermodynamic-
ally unfavorable. Upon hydration, it reorganizes into an
ordered planar lipid membrane. This transition reflects a
spontaneous movement toward thermodynamic equilibrium,
driven by the free energy minimization of both lipid-lipid and
lipid—substrate interactions.

Such observations confirm that self-assembly can proceed
spontaneously, without active control, under the guidance of
energy landscape, spanning a wide range of systems from
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Fig. 3. Thermal convection as a model of self-organization in open
systems. (left) At equilibrium, no temperature gradient exists in a
stationary glass of water. (middle) Heating from below introduces a
temperature gradient, resulting in a non-equilibrium steady state with
conductive heat transfer. (right) Further heating induces Rayleigh—
Bénard convection rolls, forming a dissipative structure that enhances
entropy production.

small species like ions and ligands to large biomacromolecules
like lipids and proteins.

1.2 Self-organization in non-equilibrium systems

While self-assembly proceeds toward thermodynamic equilib-
rium under the influence of intermolecular forces, self-
organization refers to the emergence of ordered structures in
systems that are maintained far from equilibrium (non-
equilibrium). A clear example of self-organization with energy
dissipation is the behavior of water in a glass (Fig. 3). At equi-
librium, a glass of water left undisturbed in a room will even-
tually reach a homogeneous temperature matching its
surroundings. In this state, there is no net energy flow (dissipa-
tion), no temperature gradient, and no macroscopic structure
(right panel in Fig. 3). The system is thermodynamically stable
and no further apparent changes occur. However, if the glass
is heated from below (middle panel in Fig. 3), a temperature
gradient begins to form, where the bottom becomes warmer
than the top. Although this configuration appears unstable
in terms of uniformity, it represents a non-equilibrium steady
state in which continuous energy dissipation through thermal
conduction stabilizes the system. Thus, the state with a tem-
perature gradient can remain stationary. As the bottom tem-
perature increases further (right panel in Fig. 3), a critical
threshold is reached where thermal diffusion alone can no lon-
ger efficiently dissipate the incoming energy. At this point, the
system undergoes a transition and spontaneously develops
convective rolls, known as Rayleigh-Bénard convection,
which enhance energy dissipation through bulk fluid motion
compared with the temperature gradient. If the heating contin-
ues and evaporation is negligible, the convective state itself be-
comes stationary, which is also a non-equilibrium steady state
supported by constant energy dissipation. These structures
such as water in glass with a temperature gradient and con-
stant convective flow exemplify a dissipative structure, which
is a concept introduced by Ilya Prigogine to describe how or-
der can arise and persist with an energy dissipation in open
systems driven far from equilibrium.

In the cases shown in Fig. 3, heat serves as the input energy
that sustains the structures formed as non-equilibrium steady
states. If this concept is applied to chemical reaction systems,
the input of energy can be replaced by the chemical potential
of the reaction substrates to maintain continuous reactions.
A typical example is the Belousov—Zhabotinsky (BZ) reaction.
In a continuously stirred tank reactor (CSTR), the BZ reaction
generates striking oscillations in the concentrations of chem-
ical components in the system (Fig. 4a).>' These collective
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oscillations form a temporally ordered structure maintained
by the constant flux of substrate and products. In this system,
the chemical substrates act as the energy source, while the as-
sociated reaction heat and products are continuously dissi-
pated into the environment. As long as the substrate is
continuously supplied and reaction proceeds, energy dissipa-
tion persists and the dynamic oscillatory behavior is stabilized
as a non-equilibrium steady state. The oscillatory dynamics of
the BZ reaction stem from nonlinear chemical kinetics, par-
ticularly autocatalytic steps that introduce positive feedback.
This feedback amplifies fluctuations, enabling sustained oscil-
lations and complex spatiotemporal patterns. This concept
has been extended to construct a class of pH oscillators, where
the proton concentration is regulated through autocatalytic
feedback (Fig. 4b).>>7>® These systems demonstrated that os-
cillations can be engineered by embedding suitable kinetic mo-
tifs. Remarkably, this conceptual framework has been realized
in synthetic biochemical systems. For example, a DNA-based
reaction network reproduces predator—prey-type oscillations
through designed strand displacement reactions and catalytic
amplification steps (Fig. 4c).”” These examples collectively
highlight the universality of autocatalytic nonlinearity as a de-
sign principle for constructing oscillatory chemical systems,
both in classical inorganic reactions and in synthetic molecular
networks.

In addition to temporal oscillations, self-organization in
non-equilibrium systems frequently gives rise to spatial pat-
tern formation.*'"** For example, the BZ reaction can form
concentric rings or spiral wave patterns that propagate across
the medium (Fig. 4d).>® Another class of spatial self-
organization is Turing patterns (Fig. 4¢),>”***** in which reac-
tion—diffusion systems spontaneously develop stationary and
periodic structures. An intriguing manifestation of self-
organization at the interface between chemical and mechanic-
al phenomena is shown in Fig. 4f, where droplets containing
the chemical substrates for the BZ reaction can exhibit spon-
taneous and periodic oscillations in their propulsion speed.*®
In this system, the internal redox oscillations of the BZ reac-
tion drive dynamic changes in interfacial tension, which in
turn modulate the Marangoni flow responsible for droplet
motion. This coupling between chemical oscillations and
mechanical responses enables a form of chemomechanical
feedback, where temporal self-organization at the molecular
level manifests as periodic modulation of macroscopic behav-
ior. Such systems represent a novel class of dissipative struc-
tures in which reaction—diffusion dynamics and mechanical
motion are intrinsically linked, offering unique platforms for
exploring active matter and autonomous chemical machines.

Taken together, these examples demonstrate how self-
organization can emerge spontaneously under continuous en-
ergy dissipation, manifesting in diverse systems ranging from
thermal fluids to chemical oscillators, unified by the principles
of non-equilibrium dynamics.

2. Entropy production and structure
selection: from self-assembly to
self-organization

While self-assembly such as crystallization or lipid bilayer for-
mation produces structures where the repeating units are of
similar size to the constituent molecules, self-organization
under non-equilibrium conditions, such as in the BZ reaction
or Rayleigh-Bénard convection, gives rise to spatial patterns
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Fig. 4. Temporal and spatial self-organization in chemical systems. a) Temporal oscillations in BZ reaction within a CSTR: redox states alternate
periodically due to nonlinear autocatalytic reactions. Reprinted with permission from ref. 3. Copyright (1972) American Chemical Society. b) pH oscillator
as a synthetic autocatalytic reaction system generating periodic proton fluctuations. Reproduced with permission of Elsevier.%® ¢) DNA-based synthetic
oscillator mimicking predator—prey dynamics via strand displacement and catalytic amplification. Reprinted with permission from ref 3. Copyright (2013)
American Chemical Society. d) Concentric or spiral wave patterns of BZ reaction in a thin layer, illustrating spatial patterning.®® e) Stationary periodic Turing
patterns from reaction—diffusion systems via local activation and long-range inhibition. Reprinted with permission from ref. . Copyright (2011) American
Chemical Society. f) Chemomechanical coupling in a self-propelled BZ droplet: redox oscillations modulate interfacial tension and droplet motion.
Reprinted with permission from ref. “°. Copyright (2016) American Chemical Society.

with characteristic wavelengths that far exceed the size of the
individual components. This distinction reflects a fundamen-
tal difference in the principles governing order formation:
thermodynamic minimization in equilibrium versus sustained
energy dissipation in open systems. This thermodynamic dis-
tinction is further clarified by considering entropy production.
In self-assembly, the system spontaneously evolves toward a
state of minimum free energy, generating entropy during the
course of assembly. However, it eventually reaches thermo-
dynamic equilibrium, where entropy production ceases and
no further apparent change occurs. In contrast, self-
organization takes place in open systems with a continuous en-
tropy production due to sustained energy flow, which main-
tains temporal or spatial order by the ongoing energy
dissipation. Such behavior has been quantitatively demon-
strated in systems like thermal convection, where convective
states are shown to exhibit higher entropy production
rates.*®*” As shown in Fig. 5a, the y-component of the local
thermodynamic fluxes (J) for the axially symmetric flow
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Fig. 5. Entropy production as a structure selection principle. a) Local
thermodynamic fluxes in thermal convection systems (ASF vs. HTW) show
distinct linear regimes versus driving force F.* b) Corresponding entropy
production shows a discontinuous transition between ASF and HTW
states.”’

(ASF) and hydrothermal wave (HTW) states exhibits two dis-
tinct linear regimes with respect to the driving force F. This
leads to a discontinuous transition in the y-component of
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Fig. 6. Flux-dependent selection of macroscopic structures. a) The structure selection in self-organization, where the structural transitions between a
conductive state (Structure 1: temperature gradient) and a convective state (Structure 2: Bénard convection) under increasing heat flux is illustrated. With
increasing flux, the system shifts its state from the stationary state to the temperature gradient (structure 1) and then to convective flow (structure 2),
which is rationalized by larger entropy production. b) The energy diagrams of self-assembly, emphasizing how structural selection shifts from
thermodynamically favored (left) to kinetically favored (right) pathways, depending on the magnitude of the free energy gain and activation energy.
However, NH,Cl selects the self-assembled structure that yields higher ¢, depending on the degree of supersaturation. If o1 > g, the self-assembly

proceeds toward Structure 1 (middle).

entropy production (o) at a critical value of F, as illustrated in
Fig. 5b. The result indicates that the transition between ASF
and HTW is governed by a selection of the state with higher
o, providing direct evidence for entropy-driven structural se-
lection in thermal convection. This finding supports the idea
that entropy production plays a decisive role in structural se-
lection under non-equilibrium conditions. The tendency of
natural systems to evolve structures and states with the largest
entropy production is captured by the concept of the max-
imum entropy production principle (MEPP).*#:+’

This principle is conceptually summarized in Fig. 6a for the
system shown in Fig. 3 as a model case. When no thermal input
(left), the system cannot dissipate the energy and o is zero.
Thus, water is stationary and the apparent structure does
not evolve. When low flux is added (middle), the system
adopts a stable state with a temperature gradient without
macroscopic motion (referred to as Structure 1) because o is
higher than that for the state with Rayleigh-Bénard convec-
tion (Structure 2), i.e. o1 >02. However, as the flux increases
further (right), the entropy production rates are reversed (o
< 02), leading the system to transition into the convective
state. This sequence of transitions, from stationary to the

temperature gradient and then to convective flow, demon-
strates that the system spontaneously selects the state and
structure with the highest o under each condition. This indi-
cates that o serves as a key factor in controlling the structure
and state of the system under an open system with energy
dissipation.

The o value not only acts as a controlling parameter for se-
lecting the dissipative structures in self-organization but may
also enable structure selection during self-assembly. A typical
example is provided by the growth behavior of ammonium
chloride (NH4CI) crystals.’’ During crystallization under
varying supersaturation conditions, NH4Cl dendrites under-
went a transition in growth orientation: at lower supersatur-
ation, the crystals preferentially grew along the (100)
direction, while at higher supersaturation, growth shifted to
the (11 0)and (11 1) axes.’” This change in morphology sug-
gests that the system selects different self-assembly directions
depending on the degree of supersaturation. Such behavior
can be rationalized within the same framework observed dur-
ing self-organization, i.e. MEPP, where the structure associ-
ated with higher o is more likely to be selected. Actually, the
transition observed in the growth direction corresponds to a
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shift toward morphologies with greater ¢ during the crystal-
lization.”" Although crystallization will finally reach thermo-
dynamic equilibrium without further apparent changes, this
finding strongly indicates that the non-equilibrium process
during crystallization is controlled by the magnitude of o.
Thus, this example shows the possibility that MEPP can act
as the structure selection rule to explain and predict the struc-
tures formed by self-assembly, like self-organization.
However, the transition in the growth direction of NH4ClI
based on ¢ cannot be explained in terms of classical thermo-
dynamic or kinetic control as shown in Fig. 1. Notably, how-
ever, the concept of s-based control inherently includes both
thermodynamic and kinetic frameworks. To clarify this issue,
three plausible structure selection rules observed in the self-
assembly processes are compared in Fig. 6b. In the left panel
of Fig. 6b, the system represents a case with a large free energy
difference (AAG) between the two structures, while the differ-
ence in activation energy (4E,) is small. In such systems, the
structure with the greater free energy gain (Structure 2) is se-
lected, indicating thermodynamic control. This is a natural
outcome, as Structure 2 is more stable (AG2> AG1), and the
activation energy barriers are nearly identical (E,q ~ E,»).
Importantly, the structural selection in this case cannot be pre-
dicted reasonably based on the activation energy alone. In con-
trast, the right panel of Fig. 6b illustrates a system in which the
free energy difference (AAG) is small, while the activation en-
ergy difference (4E,) is large. In this scenario, the structure
with the lower activation barrier (Structure 1) is selected, indi-
cating that the structural selection was governed primarily by
kinetic control. In other words, selection in this system cannot
be explained by AG. Together, these two contrasting examples
demonstrate that the dominant factor governing structural se-
lection depends on the relative magnitudes of AG and E,.
Let us now revisit why AG and E, act as criteria for selecting
reaction pathways involved in self-assembly. Thermodynamic
selection based on AG (left panel in Fig. 6b) focuses on the
amount of heat that can be released during a reaction, while
kinetic selection based on activation energy E, (right panel
in Fig. 6b) emphasizes how fast a reaction can proceed.
These two viewpoints, heat generation and reaction rate, are
inherently linked to o, which is proportional to the amount
of reaction per unit time and the heat produced per reaction
event. In this light, a system that selects pathways with larger
AG (left panel) can be reinterpreted as favoring reactions that
produce more entropy per reaction event. Similarly, a system
that favors reactions with lower Ea can be used to select faster
pathways that contribute to greater entropy production over
time. Further, even when AG and E, are almost the same
and the reaction pathway cannot be determined from either
AG or E, (middle panel in Fig. 6b), the preferred structure
can still be identified as the one with the highest o. If entropy
production rates (o1, 62) are visualized as the thickness of the
curved arrows, and if o1 > o2, then the selection of Structure
1 becomes consistent with MEPP (the middle panel in
Fig. 6b). Therefore, while structure selection based on AG or
E, is applicable only under specific energetic conditions, the
o-based method is a more universal one applicable across a
wide range of self-assembling systems, regardless of whether
thermodynamic or kinetic considerations alone are sufficient.
In this sense, the concept of o-based control would not only en-
compass but also integrate the classical thermodynamic and
kinetic frameworks into a single and cohesive principle for
understanding structure selection during self-assembly.

These findings suggest that ¢ may serve as a common organ-
izing principle underlying both self-organization and self-
assembly, the latter of which proceeds via non-equilibrium
pathways during structure formation. From crystallization
to dissipative pattern formation, the principle of selecting
structures with higher o appears to operate across a wide range
of systems. Yet, a fully unified theoretical framework that con-
siders these phenomena along a continuous spectrum of
entropy-producing processes has yet to be established. To
move closer to such a framework, experimental efforts that de-
liberately probe intermediate regimes, where equilibrium and
non-equilibrium characteristics coexist, are especially valu-
able because they provide critical insights into how o governs
structure selection across different thermodynamic landscapes
for both self-organization and self-assembly.

3. Flux-driven structure selection:
experimental case studies

In this review, we explore two experimental techniques for
studying self-assembly and self-organization, focusing on
how the thermodynamic driving force (the degree of supersat-
uration) governs structure selection. The first case is the
Liesegang phenomenon, a classical pattern formation proto-
col driven by the interplay between molecular diffusion and
nonlinear chemical reactions under supersaturated conditions.
The second case involves the self-assembly of proteins in bio-
logical systems. While protein self-assembly has traditionally
been discussed in terms of equilibrium structures, the intracel-
lular environment is fundamentally an open and dissipative
energy-consuming system. This raises a critical question: can
the in vivo self-assembly of proteins, occurring under non-
equilibrium and dissipative conditions, truly be equated with
protein behavior in closed, equilibrium systems? In this re-
view, we discuss our recent efforts to address this unresolved
issue by developing experimental models examining how en-
tropy production governs self-assembly and self-organization,
both of which proceed via non-equilibrium processes with en-
tropy production, using supersaturation as the experimentally
tunable driving force.

3.1 Liesegang pattern formation under controlled
flux

As discussed above, one example of structure selection gov-
erned by MEPP is the growth orientation of NH,Cl crystals,
where the crystallization direction depends on supersatur-
ation.>*! While past studies have focused on homogeneous
aqueous systems, a more complex class of phenomena arises
when anisotropic diffusion and crystal formation occur
cooperatively in reaction—diffusion systems such as the
Liesegang phenomenon.’?

The Liesegang phenomenon refers to the periodic precipita-
tion patterns when an electrolyte A is homogeneously incorpo-
rated in a gel matrix, and another electrolyte B is allowed to
diffuse into it from one side (Fig. 7a).”*>” During the diffusion
of B into the gel matrix containing A, the formation of insol-
uble salts (AB) proceeds from the interface between the gel
and solution, when the solubility product [A][B] in the gel
phase exceeds the corresponding solubility product (Kip).
Thus, most experiments on the Liesegang phenomenon have
been limited to systems that use sparingly soluble salts.
Under appropriate conditions, the precipitation of sparingly
soluble salt AB does not proceed homogeneously in space,
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Fig. 7. MEPP-based structure selection in Liesegang pattern formation. a) Schematic of Liesegang pattern formation: diffusion of outer electrolyte into a
gel containing inner electrolyte yields continuous, periodic, and tree-like precipitation of the corresponding insoluble salt. Reprinted with permission from
ref. ®*. Copyright (2022) American Chemical Society. b) Periodic precipitation bands formed under appropriate conditions, which obeys the spacing law.
Reprinted with permission from ref. 3. Copyright (2021) American Chemical Society. ¢) Liesegang-type patterning via metal ion reduction without explicit
solubility thresholds. Reprinted with permission from ref. %”. Copyright (2022) American Chemical Society. d) Morphological transition in dendritic
crystal growth as a function of supersaturation (external [Kl]). Reprinted with permission from ref. °*. Copyright (2022) American Chemical Society.

e) Thermodynamic flux vs. external electrolyte concentration shows two distinct linear regimes. Reprinted with permission from ref. 4.

Copyright (2022) American Chemical Society. f) Entropy production rates cross at critical concentration (~0.69 M), coinciding with symmetry transition
in dendritic structures. Reprinted with permission from ref. 54. Copyright (2022) American Chemical Society.

but yields a series of discrete bands with geometric spacing.
This empirical periodicity, known as the spacing law
(Fig. 7b), is derived from the nonlinear nature of the precipita-
tion reaction between two electrolytes. In classical systems,
this nonlinearity is typically associated with a concentration
threshold defined by Ky, indicating that pattern formation is
limited to reactions governed by Kjy, i.e. salt-formation reac-
tions. However, Liesegang patterns were found to form in sys-
tems without an explicit concentration threshold Kg,. For
example, we have succeeded in the formation of Liesegang
patterns from the reduction reactions of metal ions, where
there is no concentration threshold to proceed with the reac-
tion (Fig. 7¢).’® " In this system, numerical simulation
showed that the concentration threshold for the nucleation
step introduces an effective nonlinearity and is also the origin
of the formation of the periodic structure.’” Since the nucle-
ation process is common to many chemical reactions involving

solid formation, this study is significant in that its finding
shows that the Liesegang phenomenon is not limited to spar-
ingly soluble salts, but can also occur in any system where sol-
ids are formed.

Recent studies have shown that MEPP-based structure se-
lection is also operative in such Liesegang systems.’®
Specifically, when the concentration of the inner electrolyte
Pb(NOj3), within the gel is held constant at 1.0x 107 M
and the concentration of the outer electrolyte KI in the upper
solution is systematically varied from 0.025 to 2.0 M, the den-
dritic crystals formed beneath the discrete precipitation bands
exhibit a symmetry transition at around 0.75 M (Fig. 7d). At
lower concentrations (e.g.<0.5 M), the dendritic structures
display horizontal periodicity, consistent with the above
Liesegang bands. In contrast, at higher concentrations (e.g.
>1.0 M), orientation changes to the vertical direction, which
is a well-known feature of dendrites. To investigate the
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Fig. 8. Influence of flux on protein self-assembly dynamics and structure. a) Zero-flux regime: substrate is consumed over time, leading to equilibrium
(batch reactor-like behavior). b) Oscillatory-flux regime: biologically relevant time-varying flux as seen in circadian rhythms and CSF flow. c¢) Steady-flux
regime: constant influx and efflux maintain stable substrate levels (CSTR). d) Most in vitro studies of protein self-assembly are performed under zero-flux
conditions and observe the reach at the equilibrium state. Reprinted with permission from ref. ¢*. Copyright (2025) American Chemical Society. e) Upper:
Experimental setups for steady flux: sample solution cells with micro-pump. Lower: There are some amyloid-B oligomers with higher lateral diffusivities
under the steady-flux condition. Reprinted with permission from ref. ©2. Copyright (2025) American Chemical Society. f, g) Under steady flux, amyloid-B
assemblies grow larger and exhibit higher compared to zero-flux conditions. Reprinted with permission from ref. ¢, Copyright (2021) American Chemical

Society.

thermodynamic basis of this transition, the thermodynamic
flux ] was estimated from the crystal growth velocity and plot-
ted as a function of the outer electrolyte concentration, corre-
sponding to the degree of supersaturation and the driving
force for crystal formation. The results showed two distinct
linear regimes for lower and higher KI concentrations
(Fig. 7e), similar to those observed for thermal convection sys-
tems (Fig. 5). Calculations of entropy production rates for
each regime revealed that the dominant structure at any given
concentration coincides with the one exhibiting higher en-
tropy production (Fig. 7f). Notably, a crossover in entropy
production occurs at approximately 0.69 M, closely matching
the critical concentration that changes the orientation of the
dendrites. These findings provide suggest that even in reac-
tion—diffusion systems, the formation of macroscopic periodic
structures is governed by entropy production. Importantly,
this result extends the validity of MEPP from simple crystal-
lization in homogeneous solutions to systems with increased
physicochemical complexity.

It should be noted, however, that unlike dissipative struc-
tures like thermal convection,*®*” Liesegang patterns form
via non-equilibrium processes, but the formed periodic struc-
tures are subsequently fixed by the gel matrix even without
flux. This indicates that the Liesegang patterns are not
dissipative in nature under non-equilibrium steady states.

Nevertheless, the observation of MEPP-driven transitions in
this reaction—diffusion system highlights its value as an inter-
mediate between fully dissipative structures (e.g. thermal con-
vection) and fully equilibrium self-assembly (e.g. NH4Cl
crystal growth).

3.2 Protein self-assembly under controlled flux

As demonstrated in the above examples, the degree of super-
saturation can control the structure of self-assembly and self-
organization. Although the degree of supersaturation changes
with the progress of the self-assembly and self-organization,
its temporal behavior depends on whether the system is closed
or open. In closed systems with zero flux, the degree of super-
saturation (i.e. the concentration of reaction substrates) de-
creases monotonically as the assembly proceeds. This finally
leads to an equilibrium state where the concentration becomes
constant and no further apparent structural change occurs
(Fig. 8a). Similarly, even in systems with non-zero flux, if the
rate of flux kg, is significantly lower than the intrinsic rate
of self-assembly k,gsociations the system behaves similar to the
closed system with zero flux. In both cases, the system tends
toward a static endpoint governed by equilibrium thermody-
namics, which is typical of batch reactors. In the steady-flux
regime, substrates are continuously supplied to the system at
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a constant rate. This configuration corresponds to a CSTR, a
widely used setup in chemical engineering to maintain the
chemical process in the reactor. When kg, is sufficiently high-
er than k,gociation, the substrate concentration remains con-
stant over time (Fig. 8c). Both zero-flux and steady-flux
regimes represent well-established boundary conditions in
classical chemical systems, such as batch and flow reactors.

However, biological environments often exhibit dynamic
fluctuations in mass flux due to intrinsic rhythmic or physio-
logical cycles. One such example is the circadian fluctuation
observed in cerebrospinal fluid (CSF) flow, whose flow rate
can vary by a factor of 20 between waking and sleeping con-
ditions,®* implying that the kg, in the brain undergoes signifi-
cant temporal modulation. Such fluctuations result in an
oscillatory-flux regime, wherein the substrate concentration
in the system is driven by periodic changes in flux regulated
by biological rhythms (Fig. 8b). This condition is neither
strictly closed nor constant-flowing, but rather exemplifies
a biologically relevant, time-dependent control of self-
organization.

As illustrated in Fig. 8a—c, the classification of a system as
closed or open depends on the relative magnitudes of kg,y
and E,gociation- For small molecules such as water, self-
assembly typically occurs on the nanosecond timescale,®
which is far faster than the timescale of biological rhythms.
In such cases, even if a flux exists, the overall process can be
well approximated by a monotonic decrease in substrate
concentration, as observed in closed systems (Fig. 8a). In
contrast, the self-assembly of biological macromolecules,
such as proteins with high flexibility, often proceeds on
timescales of several hours.®'*®3 This duration is occasionally
comparable to the time scale of fluctuations driven by bio-
logical rhythms. Despite this, most experimental studies on
protein self-assembly have been conducted under closed,
equilibrium-oriented conditions without considering sub-
strate flux (Fig. 8d).

This raises a fundamental question: Should we continue in-
vestigating protein self-assembly under closed-system condi-
tions (Fig. 8a), or should we adopt open-system frameworks
like those in Fig. 8b and ¢ that account for realistic biological
fluxes? To address this question, we conducted a comparative
study of protein self-assembly under two well-defined flux re-
gimes: a zero-flux condition, in which no external substrate
supply was introduced, and a steady-flux condition, in which
biologically relevant levels of substrate flux were maintained.
Using the same protein in both cases, we investigated how the
presence or absence of flux alters the structural selection.

To experimentally investigate the impact of flux on protein
self-assembly, we constructed two distinct steady-flux sys-
tems: a microfluidic channel®” and a solution cell coupled
with a micro-pump (Fig. 8¢).°® In both systems, a solution
of monomeric amyloid-B (AB) peptides was continuously de-
livered over several days to maintain a constant flux, thereby
simulating a biologically relevant steady-state environment.
In the microfluidic experiments, the presence of steady-flux af-
forded significantly larger assemblies than those produced
under the zero-flux condition (Fig. 8f).°* Under zero flux,
the average assembly size remained around 10 um?” after
24 h. In contrast, under steady-flux conditions, assembly
growth persisted throughout the observation period, and after
24 h, more than 20% of the structures exceeded 20 pm? in
area. These results suggest that the rate of self-assembly is in-
creased substantially under steady flux, likely due to the
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sustained supersaturation maintained in the system, as con-
ceptually compared in Fig. 8a and c.

Steady flux was also found to accelerate the formation of
oligomeric intermediates, which is the initial step toward lar-
ger assemblies.®® Furthermore a clear difference was observed
between the nature of the oligomers formed under zero flux
and those formed under steady flux. For example, the oligom-
ers formed under steady flux exhibited higher lateral diffusiv-
ity on supported lipid membranes than those formed under
zero flux (Fig. 8e lower panel), implying flux-dependent varia-
tions in oligomer structure or the membrane-oligomer inter-
action. These findings indicate that steady flux could alter
the kinetics as well as the structure selection of protein self-
assembly. While enhanced kinetics can simply be explained
by the continuous sustainment of supersaturation, the physic-
al basis for the differences in diffusivity in the membrane re-
mains unclear. However, by analogy with previous studies
on NH,CI crystallization and Liesegang pattern formation,
where distinct flux conditions afforded morphologically dis-
tinct structures governed by MEPP, the differing flux regimes
in our experiments may be thought to afford distinct entropy
production rates, potentially influencing the selection of self-
assembled structures in protein systems.

This structure selection demonstrated that substrate flux
critically influences protein self-assembly. Under steady-flux
conditions, amyloid-B assemblies grew larger and exhibited al-
tered diffusive properties compared to those formed under
zero flux. These differences suggest that continuous supersat-
uration enhances assembly kinetics and also modulates the
structural states of oligomers. Drawing parallels with
MEPP-governed systems like NH4Cl crystallization and
Liesegang patterns, the results obtained in this study can sug-
gest the possibility that flux-dependent entropy production
rate may similarly guide structure selection in biological
macromolecular self-assemblies.

4. Summary and outlook

In this review, we have examined the distinction between
self-assembly and self-organization from a thermodynamic
perspective. Traditionally, these processes have been differen-
tiated in terms of their relationship to energy flow: self-
assembly is viewed as a pathway toward energy minimization
in closed systems, while self-organization occurs in open
systems maintained by continuous energy dissipation.
However, this clear distinction overlooks the fact that even
self-assembly involves entropy production during structure
formation before reaching equilibrium. When both processes
are examined in terms of entropy production rate, a potential
unifying principle begins to emerge. In particular, MEPP may
provide a common framework for understanding structural
selection in both the equilibrium and non-equilibrium re-
gimes. This perspective is supported by experimental findings
across a range of systems, including crystal growth of NH4Cl,
thermal convection, Liesegang pattern formation, and protein
self-assembly, each demonstrating that structure selection in
both self-assembly and self-organization can be governed by
entropy production rates.

Returning to the question posed by Science in its 125th an-
niversary, “How Far Can We Push Chemical Self-Assembly?”,
we believe that the examples and discussions presented in this
review represent a possible step toward answering this ques-
tion. By elucidating how thermodynamic driving forces and
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the entropy production rate govern the non-equilibrium proc-
esses underlying both self-assembly and self-organization, we
hope to contribute to a unified framework for understanding
molecular organization in both artificial systems and complex
living systems. Thus, we aim to bridge the gap between classic-
al chemical models and the dynamic complexity of life.
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